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Software Defined WANs: HewlettPackard
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SD WAN Benefits:

Lowers management costs
* Boosts network performance
* Reduces admin burden
* Reduces software expenses
e Reduces public cloud data transfer expenses

* Increases endpoint scalability and reduced data
center router expenses

* Reduces network OPEX
* Increases network availability and security

SD WAN types:

Inter Data Center
* Between Branch offices
 Edge to Core
* Edge to Cloud
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Why Reconfigure the Network? Hewltt Packard

Observations:
Failures are more common in SD-WAN compared to datacenter

networks

* SDWAN does not have dedicated control networks

* SDWAN does not have high degree of parallel links

« SDWAN is exposed to physical threats (e.g. cable cuts)

* SDWAN are not deployed in a safe and controlled environment

New network rules
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Background: SD-WAN e

1) Lack of Information Visibility

\ DSL, 10, 1 DSL 12, 1
t B LTE, 13, o—%@)
v, LTE, 5, 0.5
: ﬁ 4 N e s WIFI, 17, 3
.y ‘I 2 .' Y o ? f“' ) ’
DSL, 20, 1
2) Usage-based Cost Model :ﬁbllj, o4 e, 0_%@)
IFI, 16, 3 WIFI, 19, 1

Pij t = aijt + (ij,t-fij,t V(i,j) € EO,Vt el
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Motivating Example: Direct Links  tewetpacier

 Example: Direct Links

@
¢ F|OWS:f1:n6 — n5,f2:n1 — Mg
* Cost model 1: 10X[ + f Xl - @
4/10
 Total cost:10* 5 +5 and 10*4 +4 =99 @) @
5/2
5)

* Cost model 2: 20Xc + f Xc
e Total cost:20* 2 +2 and 20*10 +10 = 252
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Motivating Example: Full Mesh Hewlet Packard

 Example: Full Mesh
° F|OWS:f1:7’L6 — n5,f2:n1 — Mg

* Cost model 1: 10X[ + f Xl
* Total cost: 6(20* 5)+5 and 9*(20*4) +4=1329

* Cost model 2: 20Xc + f Xc
e Total cost: 6(20* 2) +2 and 9*%(20*10) +10=2052
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Motivating Example: H&S HewlettPackard

 Example: Hub and Spoke
* Flows:fi:ing = ng, fo:nqy = ng

* Cost model: 10x[ + fxl
e Total cost 1: (10* 4 +4)*2 and 2*(10*5 +2*5)
e =208

e Cost model 2: 20Xc + f Xc
e Total cost: (20* 10 +10)*2 and (20*2+2%*2) = 464



Motivating Example: HOMA

* Homa
* Flows:fi:ing = ng, fo:nqy = ng

* Costmodel 1: 10X[ + f I

 Total cost:
— (10*4+4) and (10*5+45) =99

e Cost model 2: 20Xc + f Xc
* Total cost: (20* 2 +2*2)*2=88

5/2

4/10
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Motivating Example: Comparison  tevetpaern
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e Comparison between Direct Links, H&S, FM, and our approach Homa

Approach Cost Model 1 Cost Model 2

Homa 99 88
Direct Links 99 252
H&S 208 464
Full Mesh 1329 2052

11



Inferring the underlay topology tsustrar
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Complete information about the underlay topology:
Fraction of overlapping links

Il € €ij.t N enm,t : l € E,|
|Eul

FOL(Eij,ta enm,t) =

Inferring the underlay topology:

End-to-end monitors measure the delay

Find the correlation between two virtual links and compare with the
autocorrelation to infer the physical network

CM(ejj ¢y enm.t) = corr(dij. ¢ dmn.t) Overlay Network

/B

Physical Network

12
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Experimental Results Hewlett Packard
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Impact of direct correlation (shared congested links)

Flow 1: Ping (ICMP packets) h1->h2
Flow 2: Ping h2 -> h3
Flow 3: UDP connection h3 -> h4

08

06 ¢

04 ¢

02

Absolute correlation coefficient

4.5 4.6 4.7 4.8 4.9 5
Flow bandwidth (Mbps)
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Experimental Results Hewlett Packard
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Impact of indirect correlation

Flow 1: Ping (ICMP packets) h3->h1
Flow 2: Ping h4 -> h2
Flow 3: UDP connection hl -> h2

sbps SMbps 04 Directly comelated paths ——
0.35 Hndirectly cormelated paths —— ]
5Mbp: 0.3 Disjoint paths 3 —h—
5Mbps 5Mbps u 25 !nl
L ' f
Mbpe 0.2

0.15

5Mbps SMbps

5 Mbps
5Mbps 5Mbps
5Mbps é
E 5Mbps 5Mbps
5Mbps

Q

5Mbps

Probability distribution function

-1 0.5 W] 0.5 1
Correlation coefficient
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HOMA: Minimum Cost overlay Hewlett Packard

Overlay network design
Find an overlay network topology that satisfies the demand
with minimum cost

COSt MOdeI: 9 Underlay Network

Fixed cost: Greedy solves it optimally: Use Kruskal’s algorithm
Variable cost: Homa

pu;t = aij,t + (ij,t'ﬁ:j,t V(l,]) € EO,Vt € I

[1] R. T. Wong. Worst-case analysis of network design problem heuristics. SIAM Journal on Algebraic Discrete Methods, 1980.
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Homa': Minimum cost network update Hewtettpacira
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Update the network with minimum cost

: h h . (1a)
subject to Z (xfe + xfs0)-dn < cije, V(i,j) € Eo,VtEI
hen
(1b)
Xije = Z z xji +sign(bl),  VieV,VheH
tel jev, tel kev,
h . (1c)
Z Z Xij¢-dn < Cig, Vi €V, VtEI
heH jev,
h . (ld)
Z Z Xjig-dp < Ci, Vi €V,,Vtel
heH jev,
Thenlxh + xf (1g)
Aije = W vtel, V(i) €E,
xg':lij,tt €1V(i,j)€Ey,YheH (i)

Min-Cost is NP hard:

Baselines: 1) using direct links, 2) Hub and Spoke, 3) Full Mesh
Homa: Our approach

1. Homa is a mythical bird, that is said to be phoenix-like, consuming itself in fire every few hundred years, only to rise anew from the ashes. 16
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Homa': Minimum cost network update Hewtettpacira

Enterprise

Update the network with minimum cost

Homa:

Unit demands: randomized greedy algorithm:
provides an approximation guarantee of

0(8\/1n|H|lnln|H|)

General demands: randomized greedy
algorithm: provides an approximation

guarantee of O (e\/lmH”"l"'H') logD

When we have |H| source-destination pairs.

Algorithm 1: Greedy algorithm for Min-Cost problem

1 Pick a random permutation of demands (without loss of generality let
di,do, ..., d| g| be the random permutation).

2 Initialize the residual capacity of all links:
cij,t = Cijt V(ij) € Eo,t €1

° focs 1/t0_|1—|IF|I|dO Inflated demands

4 Set dz = = -

5 Find the shortest constraint path using CSP algorithm

(Algorithm 2) to find the smallest cost of routing d}, units of

demand, using the network constructed for the previous ¢ — 1

pairs.
6 if the correlation constraint for all existing flows are satisfied by
adding the new flow then
7 Route a single unit of demand between s; and ¢; along the
path selected at the ¢-th iteration.
8 Update the residual capacity c;; ¢ of all links along the
selected path: ¢; + = ¢;54 — 1
else
10 | Drop d;.

17
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Average number of disrupted flows (a), and cost of network reconfiguration (b), in Homa that
uses indirect links and traditional SD-WAN that uses direct link architecture, as we increase the
number of failures.

Number of disrupted flows
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Demand Loss
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Average percentage of satisfied demands, as we increase the number of failures and demand

pairs.

Percentage of Satisfied Demands
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Inferring the underlay topology HowlettPackare

Comparison between (a) network reconfiguration cost, (b) number of disrupted flows, when
we have full information about the underlay network topology and when using the correlation

matrix from the underlay network topology.

1200 | OPT.Fulinformaton ~— —e— o O [orT rurmomaton | —e—
— OPT, Correlation information = OPT, Correlation information
8 Greedy, Full information —t ] g St Greedy, Full information —h—
O 1000 t Greedy, Correlation information /T T L) Greedy, Correlation information v
S 800 f ] 8 4 R #
el 5 5| p=
S 600 | //" S __ // !
S 400 | A 5 2| | :&/ |
3 Y o) / |
o 200 ¢ E 1 | / -t

0 . : : : s ' A ! 0 -+ s ! : ! : ! ! :
1 2 3 4 56 6 7 8 9 10 i 2 3 4 5 6 7 8 9 10
Number of demand pairs Number of demand pairs
(a) Reconfiguration Cost. (b) Disrupted Flows.
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Conclusion oot Packar

* Key ideas:

— Overlay Network with minimum cost.
* Failure, service/traffic changes, topology changes

* Monitoring the performance of overlay links

e Satisfying QoS constraint

 Results:

Lower disruption cost w.r.t baseline, lower number of shared links, low
demand loss

Trade-off between:
* Disruption
* Demand loss
* Congestion
* Execution time
* Reconfiguration cost
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