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SD-WAN Benefits:
• Lowers management costs
• Boosts network performance
• Reduces admin burden
• Reduces software expenses 
• Reduces public cloud data transfer expenses 
• Increases endpoint scalability and reduced data 

center router expenses  
• Reduces network OPEX
• Increases network availability and security 3

Software Defined WANs:
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SD-WAN types:
• Inter Data Center
• Between Branch offices
• Edge to Core
• Edge to Cloud
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Observations: 
Failures are more common in SD-WAN compared to datacenter 
networks
• SDWAN does not have dedicated control networks
• SDWAN does not have high degree of parallel links
• SDWAN is exposed to physical threats (e.g. cable cuts)
• SDWAN are not deployed in a safe and controlled environment

Network Reconfiguration

Old network rules New network rules

Why Reconfigure the Network?



1) Lack of Information Visibility

2) Usage-based Cost Model

Background: SD-WAN
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Direct Link

SDWAN Network Design Solutions
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Motivating Example: Direct Links

• Example: Direct Links

• Flows: 𝑓!: 𝑛" → 𝑛#, 𝑓$: 𝑛! → 𝑛#
• Cost model 1: 10×𝑙 + 𝑓×𝑙
• Total cost : 10* 5 +5 and 10*4 +4 = 99

• Cost model 2: 20×𝑐 + 𝑓×𝑐
• Total cost : 20* 2 +2 and 20*10 +10 = 252
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Motivating Example: Full Mesh

• Example: Full Mesh

• Flows:𝑓!: 𝑛" → 𝑛#, 𝑓$: 𝑛! → 𝑛#
• Cost model 1: 10×𝑙 + 𝑓×𝑙
• Total cost : 6(20* 5)+5 and 9*(20*4) +4=1329

• Cost model 2: 20×𝑐 + 𝑓×𝑐
• Total cost : 6(20* 2) +2 and 9*(20*10) +10=2052
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Motivating Example: H&S

• Example: Hub and Spoke

• Flows:𝑓!: 𝑛" → 𝑛#, 𝑓$: 𝑛! → 𝑛#
• Cost model: 10×𝑙 + 𝑓×𝑙
• Total cost 1: (10* 4 +4)*2 and 2*(10*5 +2*5) 
• = 208

• Cost model 2: 20×𝑐 + 𝑓×𝑐
• Total cost : (20* 10 +10)*2 and (20*2+2*2) = 464
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Motivating Example: HOMA

• Homa

• Flows:𝑓!: 𝑛" → 𝑛#, 𝑓$: 𝑛! → 𝑛#
• Cost model 1: 10×𝑙 + 𝑓×𝑙
• Total cost :
– (10*4+4) and (10*5+5) = 99

• Cost model 2: 20×𝑐 + 𝑓×𝑐
• Total cost : (20* 2 +2*2)*2=88
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Motivating Example: Comparison

• Comparison between Direct Links, H&S, FM, and our approach Homa

Approach Cost Model 1 Cost Model 2

Homa 99 88

Direct Links 99 252

H&S 208 464

Full Mesh 1329 2052
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Inferring the underlay topology
Complete information about the underlay topology: 
Fraction of overlapping links

Inferring the underlay topology: 
End-to-end monitors measure the delay
Find the correlation between two virtual links and compare with the 
autocorrelation to infer the physical network

Overlay Network

Physical Network
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Experimental Results
Impact of direct correlation (shared congested links)

Flow 1: Ping (ICMP packets) h1->h2
Flow 2: Ping h2 -> h3
Flow 3: UDP connection h3 -> h4
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Experimental Results
Impact of indirect correlation

Flow 1: Ping (ICMP packets) h3->h1
Flow 2: Ping h4 -> h2
Flow 3: UDP connection h1 -> h2
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HOMA: Minimum Cost overlay 
Overlay network design

Find an overlay network topology that satisfies the demand 
with minimum cost

Cost Model:

Fixed cost: Greedy solves it optimally: Use Kruskal’s algorithm
Variable cost: Homa

[1] R. T. Wong. Worst-case analysis of network design problem heuristics. SIAM Journal on Algebraic Discrete Methods, 1980.

𝑝!" , 𝑡 = 𝛼!",$ + 𝜁!",$ . 𝑓!",$ ∀ 𝑖, 𝑗 ∈ 𝐸% , ∀𝑡 ∈ 𝐼
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𝑯𝒐𝒎𝒂𝟏: Minimum cost network update
Update the network with minimum cost

𝒎𝒊𝒏𝒊𝒎𝒊𝒛𝒆 &
!∈#

&
$,& ∈'!

𝛼$&,!𝜆$&,! +&
!∈#

&
$,& ∈'!

𝜁$&,!&
(∈)

(𝑥$&,!( + 𝑥&$,!( ). 𝑑(

𝒔𝒖𝒃𝒋𝒆𝒄𝒕 𝒕𝒐 &
𝒉∈𝑯

𝒙𝒊𝒋,𝒕𝒉 + 𝒙𝒋𝒊,𝒕𝒉 . 𝒅𝒉 ≤ 𝒄𝒊𝒋,𝒕 , ∀ 𝒊, 𝒋 ∈ 𝑬𝒐, ∀𝒕 ∈ 𝑰
(1a)

&
𝒕∈𝑰

&
𝒋∈𝑽𝒐

𝒙𝒊𝒋,𝒕𝒉 = &
𝒕∈𝑰

&
𝒌∈𝑽𝒐

𝒙𝒌𝒊,𝒕𝒉 + 𝒔𝒊𝒈𝒏 𝒃𝒊𝒉 , ∀𝒊 ∈ 𝑽𝒐, ∀𝒉 ∈ 𝑯
(1b)

&
𝒉∈𝑯

&
𝒋∈𝑽𝒐

𝒙𝒊𝒋,𝒕𝒉 . 𝒅𝒉 ≤ 𝒄𝒊,3, ∀𝒊 ∈ 𝑽𝒐, ∀𝑡 ∈ 𝐼
(1c)

&
𝒉∈𝑯

&
𝒋∈𝑽𝒐

𝒙𝒋4,𝒕𝒉 . 𝒅𝒉 ≤ 𝒄𝒊,3, ∀𝒊 ∈ 𝑽𝒐 , ∀𝑡 ∈ 𝐼
(1d)

𝜆$&,! ≥
∑(∈) 𝑥$&,!( + 𝑥&$,!(

𝐻 , ∀t ∈ I, ∀ 𝑖𝑗 ∈ 𝐸5
(1g)

&
𝒕∈𝑰

&
𝒉#∈𝑯,𝒉#6𝒉

&
𝒎,𝒏 ∈𝑬𝒐

&
𝒊,𝒋 ∈𝑬𝒐

𝒙𝒊𝒋,𝒕𝒉 . 𝒙𝒎𝒏,𝒕𝒉: . 𝒄𝒐𝒓𝒓 𝒙𝒊𝒋,𝒕𝒉 , 𝒙𝒎𝒏,𝒕𝒉: ≤ 𝛀𝒉 , ∀𝒉 ∈ 𝑯
(1h)

𝒙𝒊𝒋𝒉 , 𝜆$&,!t ∈, I ∀ 𝒊, 𝒋 ∈ 𝑬𝒐, ∀𝒉 ∈ 𝑯 (1i)

QoS constraint

Turn on the links with minimum cost

1. Homa is a mythical bird, that is said to be phoenix-like, consuming itself in fire every few hundred years, only to rise anew from the ashes.

Min-Cost is NP hard:
Baselines: 1) using direct links, 2) Hub and Spoke, 3) Full Mesh
Homa: Our approach
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𝑯𝒐𝒎𝒂𝟏: Minimum cost network update
Update the network with minimum cost

Homa: 
Unit demands: randomized  greedy algorithm: 
provides an approximation guarantee of 
𝑂(𝑒 !" # $%$%|#|)

General demands: randomized  greedy 
algorithm: provides an approximation 
guarantee of 𝑂 𝑒 !" # $%$% # . 𝑙𝑜𝑔𝐷

When we have |𝐻| source-destination pairs.

Inflated demands
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Failure Resiliency

Average number of disrupted flows (a), and cost of network reconfiguration (b), in Homa that 
uses indirect links and traditional SD-WAN that uses direct link architecture, as we increase the 
number of failures. 
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Demand Loss

Average percentage of satisfied demands, as we increase the number of failures and demand 
pairs. 
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Inferring the underlay topology

Comparison between (a) network reconfiguration cost, (b) number of disrupted flows, when 
we have full information about the underlay network topology and when using the correlation 
matrix from the underlay network topology.



Conclusion
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• Key ideas: 
– Overlay Network with minimum cost.
• Failure, service/traffic changes, topology changes
• Monitoring the performance of overlay links
• Satisfying QoS constraint

• Results:
Lower disruption cost w.r.t baseline, lower number of shared links, low 

demand loss 
Trade-off between:

• Disruption
• Demand loss
• Congestion
• Execution time
• Reconfiguration cost
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